
INOCULATION THEORY 
AND MISINFORMATION
Published by the 
NATO Strategic Communications 
Centre of Excellence

ISBN: 978-9934-564-49-9



ONLINE ISBN: 978-9934-564-49-9
PRINT ISBN: 978-9934-564-44-4
Authors: Dr Jon Roozenbeek and Professor Sander van der Linden,  
Cambridge Social Decision-Making Lab, Department of Psychology, University of Cambridge
Project manager: Henrik Twetman 
Copy Editing: Tomass Pildegovičs
Design: Linda Curika

Riga, October 2021
NATO STRATCOM COE 
11b Kalnciema Iela 
Riga LV1048, Latvia 
www.stratcomcoe.org  
Facebook/stratcomcoe 
Twitter: @stratcomcoe 

This publication does not represent the opinions or policies of NATO or NATO StratCom COE.

© All rights reserved by the NATO StratCom COE. Reports may not be copied, reproduced, distributed or publicly displayed without 
reference to the NATO StratCom COE. The views expressed here do not represent the views of NATO. 

Author’s Acknowledgements. We are grateful for research funding from Jigsaw, the IRIS 
Coalition (UK Government, #SCH-00001-3391), the Economic and Social Research Council 
(ESRC, #ES/V011960/1), and JITSUVAX (EU 2020 Horizon #964728). We are also grateful 
to DROG and Gusmanson for their key role in the design and development of the Bad News, 
Harmony Square, and Go Viral! Games. We also wish to thank our research collaborators. 
Finally, the research reported here was conducted in no small part by current and former 
members of the Cambridge Social Decision-Making Lab, and we are grateful for all their work.



INTRODUCTION

3  ���������������������������������������������������������������������������������  

The spread of false and misleading information 
both online and offline poses a threat to the well-
being of individuals, democratic institutions, and 
societies around the world (1, 2). The harmful 
consequences of the spread of false and/
or misleading information can be seen in the 
proliferation of anti-vax groups on Facebook (3, 
4), lack of confidence in the science of climate 
change (5), acts of vandalism committed on 
the basis of false conspiracy theories about 
COVID-19 (6, 7), and its influence on the 
exacerbation of radicalisation and polarisation 
(8, 9). However, a lack of consensus with 
respect to what constitutes “misinformation” 
(for example: focusing exclusively on false 
information is problematic because truth 
value can be difficult to determine objectively, 
and misleading and/or hyperpartisan content 
may significantly outweigh “fake news”, see 
10) and disagreement about the efficacy 
of various efforts to mitigate the spread 
of misinformation through algorithms,  

legislation, or content moderation means that no 
single intervention is likely to be sufficient (11, 12).  
In this report, we explore the role that psychology 
and behavioural science can play in the 
mitigation of online misinformation. To do so, we 
first discuss how to define “misinformation”, and 
how it relates to various other commonly used 
terms such as “disinformation” and “fake news”. 
Next, we examine the psychology of correcting 
misinformation: what happens when someone is 
exposed to a fact-check, and what are the benefits 
and drawbacks of correcting misinformation once 
the damage is already done? Finally, we discuss 
how to build psychological resilience against 
misinformation through psychological “vaccines” 
or “inoculation”: we look at the theoretical 
background of inoculation theory (dating back 
to the 1960s), its modern application within the 
context of online misinformation (in online games 
and educational videos), and future prospects 
and research avenues in the field.
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A variety of terms are used interchangeably when 
discussing the spread of harmful, false and/
or misleading information online, including but 
not limited to “misinformation”, “disinformation”, 
“malinformation” and “fake news” (13–16). In 
addition, scholars, policymakers, journalists and 
others employ various definitions for each of 
these terms. For example, a common definition 
of “fake news” is “fabricated information that 
mimics news media content in form, but not in 
organisational process or intent” (17). According 
to this definition, the feature that sets “fake news” 
apart from “real news” is factual veracity: fake 
news is fake only when it is “fabricated”. However, 
some scholars disagree with this definition due to 
its relatively narrow scope: some fabricated news 
is mostly harmless (such as satirical news articles 
by The Onion or The Babylon Bee), whereas true 
information can be stripped of relevant context and 
presented in a misleading manner (van der Linden 
& Roozenbeek, 2020). To give an example (van der 
Linden & Roozenbeek, in press): while objectively 
false stories about COVID-19, such as the non-
existent link between 5G radiation and symptoms 
of COVID-19 (6) are quite common, stories that 
are not quite false but highly misleading arguably 
have even more potential to do damage. For 
instance, the US Center for Disease Control (CDC) 
writes on its website that there is a “plausible 
causal relationship between the J&J/Janssen 
COVID-19 Vaccine and a rare and serious adverse 
event—blood clots with low platelets—which has 
caused deaths” (19). This may sound like the 

vaccine poses a serious risk, but the CDC also 
provides relative context for the likelihood of such 
an adverse event: “As of July 12, 2021, more than 
12.8 million doses of the J&J/Janssen COVID-19 
Vaccine have been given in the United States. 
CDC and FDA [Food and Drug Administration] 
identified 38 confirmed reports of people who 
got the J&J/Janssen COVID-19 Vaccine and 
later developed [thrombocytopenia syndrome].”  
As of mid-July 2021, there were thus 38 confirmed 
cases of vaccine-related thrombosis out of 12.8 
million vaccinations (not all of whom died), which 
comes down to a probability of around 0.000003% 
or 1 in 337,000. 

To give even more context, the odds of dying in 
a car (or other vehicle) accident in the United 
States in any given year are approximately 1 
in 8,000 (20). In other words, while the risk of 
adverse events following COVID-19 vaccination 
does exist, it is relatively very small. Nonetheless, 
in April 2021, the Chicago Tribune (along with 
numerous other outlets) published a story with 
the following headline: “A ‘healthy’ doctor died 
two weeks after getting a COVID-19 vaccine; 
CDC is investigating why” (21). The cause of 
death was unknown at the time of publication 
(the Tribune later added an update, stating that 
there was not enough evidence to “rule out or 
confirm the vaccine was a contributing factor”), 
but without the relevant context, the story went 
viral and was shared millions of times (22).  

1. DEFINING THE PROBLEM
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The challenge with this and similar news items 
is that none of the information in the headline 
is factually incorrect; rather, it is the implicit 
message (namely that a healthy person, a medical 
professional no less, died from the COVID-19 
vaccine) that makes the headline misleading.

Consequently, other definitions do not focus on 
veracity (i.e., true or false) but rather on intent: 
whether online content is harmful is determined 
by whether its producer is intentionally seeking to 
deceive or manipulate their audience (11). When 
paired with an organised influence campaign, 
such intentional manipulation is often called 
“disinformation” (23). However, it can be difficult 
to discern a person’s intent (especially when 
considering the internet’s anonymity); are they 
truly trying to deceive people, or are they merely 
advocating for a sincerely held belief? In addition, 
even intentionally manipulative messages spread 
by dishonest actors can hold some degree of 
truth value, and seek to fuel polarisation rather 
than spread false information (24, 25).

Defining “misinformation” is thus highly complex. 
For the purpose of this report, which primarily 
covers inoculation theory as a tool for mitigating 
misinformation, we will focus on whether online 
content is manipulative, rather than true or 
false. in other words, this report will evaluate 
whether content is epistemologically dubious 
because it uses one or more known manipulation 
techniques: emotionally manipulative language 
(26, 27), polarising language (28), conspiratorial 
reasoning (29), trolling (30), or logical fallacies 
(31, 32). The advantage of this approach is that 
it avoids the problems described above, with 
both factual veracity and psychological intent. In 
addition, these manipulation techniques can be 
identified by examining the wording or language 
use of a piece of online content, which opens 
up the possibility for technique- or logic-based 
inoculations (see section 4). 
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Fact-checking initiatives have become an 
increasingly popular method for mitigating 
the spread of misinformation. This includes 
fact-checking initiatives, such as FullFact and 
Snopes, but also “on-demand” fact-checkers like 
Repustar, which have developed innovative tools 
for detecting and correcting misinformation in 
real time. There is extensive literature available 
on debunking misinformation, as scholars have 
sought to gain insight into the factors, contexts, 
and circumstances under which corrections 
are effective. A large group of over 20 experts 
recently published a step-by-step guide detailing 
the best debunking practices, called the 
“Debunking Handbook” (33), which was based 
on an earlier version from 2011.

However, despite these advances, there are 
several limitations to debunking that ensure that 
post-hoc corrections are unlikely to be sufficient 
on their own. First, a study by Vosoughi and 
colleagues (34) found that false rumours can 
spread further, faster and deeper through 
social networks than information that was later 
fact-checked and rated true (34), although later 
research found that this may not be the case 
under all circumstances (35). Consequently, 
false information may reach more people than 
verified information, especially in homogeneous 

environments or “echo chambers”. In other 
words, fact-checks may be unlikely to reach the 
same people as the original misinformation. 

Second, people who have been exposed to 
misinformation may continue to rely on it, 
even if it has been debunked – a phenomenon 
known as the “continued influence effect” (36, 
37). As such, we cannot expect fact-checks to 
reliably and comprehensively undo the damage 
done by misinformation exposure; myths may 
linger in our memory networks even after they 
were shown to be false. 

Third, repeated exposure to misinformation 
increases its fluency and familiarity and 
therefore has the occasional side effect of 
increasing people’s belief in it (even while 
knowing it to be false) – a phenomenon 
known as the “illusory truth effect” (38). In 
other words, if a misleading story goes viral on 
social media and is posted by different sources, 
people may see it multiple times when scrolling 
through their feed. This, in turn, may make the 
story seem more reliable to the people who 
see it. Intentional influence (or disinformation) 
campaigns may be especially well-suited to 
exploit this phenomenon: coordinating the 
spread of a particular story through multiple 

2. CORRECTING MISINFORMATION
AND THE “CONTINUED
INFLUENCE EFFECT”
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sources may amplify not only its potential reach, 
but also how many times people will see the 
story being shared, thus increasing its potential 
perceived credibility.

Fourth, there is some evidence that people 
do not like being fact-checked and may 
respond negatively to debunking attempts. For 
example, when researchers replied to a sample 
of 2,000 Twitter users who had previously 
shared false political news with a link to fact-
checking websites, they found that contacted 
users subsequently retweeted lower quality 
news with a higher partisan slant and language 
toxicity (39). These results point to the potential 

influence of politically motivated reasoning, 
which can in some cases override people’s 
desire to be accurate (40). 

For these reasons, debunking misinformation, 
while effective under some circumstances, 
is not enough on its own. It is therefore 
necessary to also consider methods of 
preventing misinformation from taking root in 
the first place. Within the field of psychology, 
this means focusing on building psychological 
resistance against manipulation attempts 
preemptively, with a view toward rendering 
them less effective.

Fact-checks may be unlikely to reach the same 
people as the original misinformation; myths 
may linger in our memory  networks even after 
they were shown to be false. 

“
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In response to the shortcomings of the post-
hoc correction methods described above, 
scholars have explored ways to pre-emptively 
debunk (or “prebunk”) misinformation. The idea 
of developing a psychological “vaccine” against 
misinformation derives from a framework from 
the 1960s called inoculation theory (41-43). 
During the Vietnam War, the U.S. government 
became concerned about the prospect of its 
troops becoming brainwashed (or persuaded) 
by foreign propaganda. This concern prompted 
the social psychologist William McGuire to 
explore the idea of a “vaccine for brainwash”. 
Drawing on the analogy of medical inoculations, 
McGuire proposed that rather than bombarding 
people with more supportive facts, pre-emptively 
exposing people to a weakened dose of a 
specific persuasive [manipulative] argument 
could confer psychological resistance against 
future exposure to persuasive attacks, much 
like a medical vaccine confers physiological 
resistance against future infection (44). Over 
the years, inoculation treatments came to 
feature two core components: 1) a forewarning 
of an impending attack on one’s beliefs, and 
2) a pre-emptive refutation of  the persuasive
argument, also called a “prebunk” (43, 45).
Since then, a large volume of studies and meta-
analyses has been conducted, establishing
inoculation theory as a robust framework for
countering unwanted persuasion (2, 46).

Although the original paradigm has proved 
highly replicable (46), for a long time it was never 
tested in the context that inspired McGuire’s 
idea: brainwashing and propaganda. This began 
to change around 2017, when researchers 
started to apply inoculation theory within the 
modern context of online misinformation (32, 
47). Van der Linden et al. (5), for example, 
looked at whether it is possible to “inoculate” 
people against misinformation about climate 
change. Study participants were shown 
an image that contained either a message 
about the scientific consensus regarding 
climate change (“97% of climate scientists 
have concluded that human-caused climate 
change is happening”), a misinformation 
message (a petition said to have been signed 
by more than 30,000 people claiming that 
there is “no convincing scientific evidence” that 
human-caused climate change is harmful), 
or both messages alongside each other. 

In addition, some participants were shown 
either a general (“partial vaccine”) or specific 
(“full vaccine”) inoculation message before the 
misinformation. The general inoculation was 
worded as follows (the specific inoculation goes 
into more detail about why the petition containing 
misinformation was unreliable – for example, 
because it was signed by Charles Darwin, who is 
dead): 

3. INOCULATION THEORY
AND PREBUNKING
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Nearly all climate scientists – 97% – have 
concluded that human-caused climate 
change is happening. Some politically-
motivated groups use misleading tactics 
to try to convince the public that there is 
a lot of disagreement among scientists. 
However, scientific research has found 
that among climate scientists “there is 
virtually no disagreement that humans are 
causing climate change”.

Van der Linden and colleagues then measured 
the extent to which participants’ perception of 
the scientific consensus about climate change 
(namely, that it is happening and human-
caused) shifted towards or away from the 
actual consensus after seeing the messages.  
 

The results are shown in Figure 1.

Figure 1 shows that both partial and full 
inoculation are effective at countering the 
effects of misinformation exposure; participants 
exposed to either inoculation message shifted 
their perception of the scientific consensus 
about climate change in the right direction 
(i.e., towards the 97% consensus), whereas 
participants who only saw the misinformation 
became more sceptical of the scientific 
consensus. Crucially, Van der Linden and 
colleagues also found both inoculation 
treatments to be effective across the political 
spectrum. This experiment thus showed the 
potential of inoculation theory as a tool for 
reducing susceptibility to online misinformation.

Figure 1. Shift towards or away from the scientific consensus about climate change after seeing a consensus message, “fake news”, both 
(side by side), and a general (“partial vaccine”) and specific (“full vaccine”) inoculation message. Reprinted with permission from Van der 
Linden et al. (5).



  ������������������������������������������������������������������������������   10

While the aforementioned findings are 
promising, the inoculation treatments used 
in the study by Van der Linden et al. have 
one important limitation: they revolve around 
a single persuasive attack. This poses a 
limitation to the scalability of inoculation 
interventions, because it is not feasible to 
design and implement inoculations against 
every conceivable example of misinformation 
discoverable online. To address this limitation, 
researchers began exploring the feasibility of 
moving away from issue-based and towards 
logic- or technique-based inoculations (32, 
48). As the name suggests, technique-
based inoculations expose the manipulation 
techniques that are commonly used in online 
misinformation, such as floating conspiracy 
theories (i.e., blaming a small, secretive 
group of people with ill intentions for societal 

problems; see 49), the use of emotionally 
manipulative language to evoke strong 
emotions such as outrage or fear (26, 27), 
using language intended to fuel intergroup 
tensions and polarisation (28, 50), or artificially 
amplifying the reach of one’s content through 
bots or fake “likes” (11). If people were to be 
inoculated against these techniques (rather 
than only against their usage in specific 
examples of misinformation), then they 
might become better able to recognise the 
use of such techniques in the content they 
see online. Such an approach circumvents 
the need to prebunk individual examples of 
misinformation, and since this approach 
tackles epistemologically dubious content 
(and therefore sidesteps the question of what 
counts as “fact”), may be less likely to be 
perceived as biased than a fact-check.

4. TECHNIQUE-BASED 
INOCULATION
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Initial research into the feasibility of technique-based inoculation was promising: both Cook and 
colleagues (32) and Roozenbeek and Van der Linden (48) found that pre-emptively explaining 
and warning against common manipulation techniques subsequently reduced susceptibility 
to unseen misinformation. However, there was an open question with respect to the design 
of such interventions: how can you ensure that people voluntarily engage with the inoculation 
treatment? And, perhaps even more importantly, what is the longevity of the inoculation effect? 
After all, if people only benefit from a technique-based inoculation for a few seconds, as may 
be the case with other anti-misinformation interventions, such as “accuracy nudges”, also 
known as accuracy primes (51), then the overall efficacy of the intervention may be limited.  

Inoculation Games

As a first step, researchers designed a series 
of free online games aimed at reducing 
susceptibility to misinformation techniques. 
Games are a promising medium for inoculation 
interventions because of their potential 
entertainment value and volume of voluntary 
uptake, as well as the level of cognitive effort 
required to complete them. In effect, the more 
time and effort is spent learning about how 
misinformation techniques work, the more 
effective the intervention is likely to be. The 
first game was Bad News (www.getbadnews.
com), a choice-based browser game created 
by DROG and the University of Cambridge in 
which players take on the role of a fake news 
producer. Over the course of 6 levels, each 
covering a single misinformation technique 
such as trolling, conspiratorial reasoning, or 

impersonating fake accounts, players grow 
from an anonymous social media user to a “fake 
news tycoon”. A first evaluation of the game’s 
efficacy with over 15,000 responses – assessed 
through a voluntary survey embedded within the 
game environment – showed that Bad News 
players find tweets containing a misinformation 
technique significantly less reliable after 
playing compared to before (52). Subsequent 
studies demonstrated the robustness of the 
inoculation effect conferred by the game: 
in a series of randomised controlled trials, 
researchers replicated the original finding 
that playing the game reduces the perceived 
reliability of misinformation, and also found 
that the game increases people’s confidence 
in their ability to recognise misleading content 
(53). This is important because when people 

5. INOCULATION GAMES  
AND VIDEOS

http://www.getbadnews.com
http://www.getbadnews.com
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are not confident in their own misinformation 
detection abilities, they can be easily persuaded. 
In addition, the inoculation effect was robust 
across different ages, education levels, and 
political ideologies, remained consistent in five 
different language versions of the Bad News 
game (54), and does not appear to suffer from 
serious item- or testing effects (55). In terms of 
the longevity of the effect, a longitudinal study 
showed that the reduction in the perceived 
reliability of misinformation after playing Bad 
News remained significant for a period of at 
least three months post-gameplay, provided 
participants were given regular reminders 
or “booster shots” of the misinformation 
techniques they learned about in the game (56). 

Figure 2 shows a bar graph of the perceived 
reliability of misinformation over time for the 
group of participants that played Bad News and 
the control group, which played Tetris. 

Since the launch of Bad News, several other 
inoculation games have been created, 
each of which covers a different domain 
of misinformation. Harmony Square (www.
harmonysquare.game, developed by DROG, the 
U.S. Department of State’s Global Engagement 
Center and the University of Cambridge) 
tackles disinformation and polarisation. 
The game’s setting is Harmony Square, a 
peaceful community known for its pond 
swan and annual pineapple pizza festival.  

Figure 2. Perceived reliability of misinformation before the intervention (T1), immediately after the intervention (T2), and one (T3), five 
(T4) and thirteen (T5) weeks after, for the inoculation (Bad News) and control (Tetris) group. The figure shows that participants in the 
inoculation group continue to rate misinformation as significantly less reliable than the control group over time, with repeated reminders or 
“booster shots”. Error bars show 95% confidence intervals. Reprinted with permission from Maertens et al. (56). 

http://www.harmonysquare.game
http://www.harmonysquare.game
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Players are hired as the “Chief Disinformation 
Officer” for a malign organisation and are tasked 
with mounting an influence campaign to drive 
the people of Harmony Square apart. Over the 
course of four levels, players reduce the square 
to metaphorical rubble while learning about 
how disinformation and trolling campaigns can 
be used to fuel intergroup polarisation (24, 28). 
The game is available in numerous languages, 
including Arabic, Bahasa, Czech, Dutch, English, 
French, German, and Russian. A large-scale 
randomised controlled study showed that 
playing Harmony Square, like Bad News, reduces 
the perceived reliability of misinformation and 
increases people’s confidence in spotting it. In 
addition, players were significantly less likely to 
indicate willingness to share misinformation with 
people in their network than a control group (57). 

Go Viral! (www.goviralgame.com, developed 
by DROG, the University of Cambridge and the 
UK Cabinet Office) focuses on misinformation 
related to COVID-19. This 5-minute game 
simulates the player’s descent into an online 
echo chamber where misinformation is 
common. Across three levels, players learn 
about the use of emotionally manipulative 
language, the use of fake experts to lend 
credibility to misinformation, and the use of 
conspiratorial reasoning to sow doubt. In a study 
with more than 3,500 participants, researchers 
found that playing Go Viral! confers a similar 
inoculation effect to Bad News and Harmony 
Square, in that players were significantly better 
at discerning COVID-19 misinformation from 
non-misinformation, were more confident 
in their ability to do so, and were less likely 
to indicate willingness to share COVID-19 

misinformation with others. These effects were 
similar across three different language versions 
of the game (English, French and German), and 
remained detectable for at least one week post-
gameplay. In addition, the researchers compared 
Go Viral! to a set of COVID-19 misinformation 
infographics created by UNESCO, which were 
designed to serve as a prebunking tool against 
misinformation and have the advantage of 
being easily implementable in social media 
environments. They found that both the 
game and the infographics were effective at 
conferring psychological resistance against 
COVID-19 misinformation. However, the game 
yielded descriptively larger effect sizes, and the 
inoculation effect remained detectable for a 
longer period of time (58). 

Cranky Uncle (www.crankyuncle.com, 
developed by John Cook at Monash University 
in collaboration with creative agency 
Autonomy) is a free app-based game that 
focuses on climate misinformation. It covers 
14 techniques of science denial ranging from 
fake experts to cherry-picking and a variety of 
different logical fallacies (such as red herrings, 
false equivalence, and the strawman fallacy). 
The game features gameplay elements, such 
as interactive quizzes and offers feedback to 
engage players, rewarding longer gameplay 
while building stronger resilience against 
climate misinformation. Cranky Uncle was 
designed for classroom use, and the website 
features a teacher’s guide, which explains 
the application of the game as an educational 
tool. Preliminary data collected through an 
(unpublished) in-game critical thinking quiz, 
in which participants had to identify what type 

http://www.goviralgame.com
http://www.crankyuncle.com
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of reasoning fallacy (if any) is used in a series 
of stimuli both before and after playing Cranky 
Uncle, showed a significant improvement in 
critical thinking performance post-gameplay. 
Figure 3 shows the Bad News, Harmony Square,  
Go Viral! and Cranky Uncle game environments.

 
INOCULATION VIDEOS

 
In mid-2020, researchers from the University 
of Bristol and the University of Cambridge, 
in collaboration with Google Jigsaw, began 
exploring whether technique-based inoculation 
could be achieved using short videos instead of 
games. The advantages that videos have over 
games is that they are less time consuming, 
require less commitment from participants, 
and can be more easily implemented as 
advertisements on video streaming platforms 
(such as YouTube) and social media, or as part 
of educational classes and workshops. In other 
words, technique-based inoculation videos 
offer potential for a significant increase in the 
scalability of inoculation interventions.

The researchers developed five inoculation 
videos, each about 1.5 minutes in length, 
covering five manipulation techniques 
commonly found in online misinformation: 
the use of emotionally manipulative language 
(26), incoherence (59), false dichotomies 
or false dilemmas (60), scapegoating (61), 
and ad hominem attacks (62). In a large 
study with more than 5,000 participants, the 
researchers then tested whether watching 
an inoculation video improved people’s 
ability to recognise the use of a manipulation 
technique in social media content; increased 
their confidence in their ability to do so; 
reduced the perceived trustworthiness of 
manipulative social media content; and 
improved the quality of people’s decisions of 
whether to share content with their network, 
compared to a control group that watched an 
unrelated video of similar length. They found 
strong support for all of these hypotheses. 
Figure 4 shows the results for “technique 
discernment”, i.e., the ability to detect whether a 
manipulation technique is used in a social media 
post (31). Crucially, researchers also found that 
the inoculation effect was robust across the 

Figure 3. Bad News (www.getbadnews.com), Harmony Square (www.harmonysquare.game), Go Viral! (www.goviralgame.com) and Cranky 
Uncle (www.crankyuncle.com) game environments. 

http://www.getbadnews.com
http://www.harmonysquare.game
http://www.goviralgame.com
http://www.crankyuncle.com
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political spectrum, which is important because 
political partisanship can be a moderator of 
intervention efficacy, as appears to be the case 
with the aforementioned accuracy primes (63).  
 
In a subsequent study (yet unpublished), the 
researchers tested whether the videos could 
be shortened to +-30 seconds, to broaden 

their accessibility as advertisements on social 
media and video sharing platforms. They found 
that the shortened videos were approximately 
equally effective as the longer ones. The videos, 
along with additional information about the 
previously described studies, can be found at  
www.inoculation.science. 

Figure 4. Technique discernment (i.e., the ability to discern manipulative from non-manipulative social media content) for the inoculation 
(treatment) group and control group, for each of the five inoculation videos. The figure shows that technique discernment is significantly 
higher in the inoculation group (blue) than the control group (red) for all five videos. Reprinted with permission from Roozenbeek et al. (31).

http://www.inoculation.science
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The research described prior demonstrates that inoculation theory is a useful framework within the 
context of countering online misinformation. Inoculation interventions, including games, videos and 
infographics, have been shown to be effective at conferring psychological resistance against future 
unwanted persuasion attempts. In addition, inoculation interventions boost attitudinal certainty (i.e., 
confidence) about detecting misinformation on social media, and, crucially, reduces their self-reported 
willingness to share misinformation with others in their network. Furthermore, these effects are 
(largely) not moderated by covariates, such as political partisanship, age, and education, indicating that 
the interventions are effective across broad population groups. Nonetheless, several avenues for future 
research remain to be explored (64).

6. FUTURE DIRECTIONS

First, although some research has been done 
into the longevity of the inoculation effect (56, 
58, 65), it remains unknown what exactly this 
“decay curve” looks like; how quickly do the 
effects dissipate over time (e.g., one week, two 
weeks, one month or even longer), and when 
exactly so-called “booster shots” should be 
administered to retain maximum efficacy is an 
important topic of ongoing research. At the time 
of writing, this question is being investigated for 
the above-mentioned inoculation videos. 

Second, inoculation interventions perform 
very well in randomised controlled trials and 
within-intervention surveys. However, the 
extent to which such interventions influence 
people’s engagement with misinformation in 
the real world remains unknown. For example, 
does playing an inoculation game or watching 
a video influence the quality of the content 
that people share on social media? Field 
studies are needed to bring more insight into 

how lab or simulated performance translates 
into real-world efficacy. 

Third, how inoculation interventions perform 
compared to other anti-misinformation 
interventions such as accuracy primes (51, 
63), introducing friction in people’s social 
media environments (66), and media literacy 
interventions (67, 68) is currently unknown, 
as a direct comparison is yet to be done.  
Furthermore, whether deploying various 
interventions simultaneously (or in a 
complementary manner) yields a compounding 
effect in terms of reducing the spread of 
misinformation is a question awaiting further 
exploration.

Finally, the ultimate goal of psychological 
inoculation is herd immunity: what percentage 
of an online community needs to be 
“vaccinated”, at what rate, and for how long, in 
order for sufficient immunity to be conferred? 
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And how do we respond to new misinformation 
methods and narratives? Computational models 
using the experimental effects obtained from 
the interventions described above are currently 
being designed to simulate population-level 
estimates for achieving psychological herd 
immunity against misinformation. After 
all, if enough people are vaccinated and 
have developed psychological antibodies, 
misinformation is less likely to be spread.
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